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1.- Objective  
 
The objective of this associated scientist project is to inter-compare the sea ice concentration from 
microwave radiometers, for winter and autumn period, at low microwave frequency to current OSI 
SAF sea ice concentration products, in particular: the OSI-401 based on SSMIS data and the OSI-408 
based on AMSR data along the lines of the sea ice concentration intercomparison described by 
Ivanova et al. (2015). New algorithms recently developed in the ESA CCI project (Clime Change 
Initiative) and published in the OSI-450 CDR will be included as well. Therefore, the activity is also 
of interest to the OSI-409/OSI-409-a and the OSI-430 and OSI-450 which are climate data records 
(CDR).  
 
It has been demonstrated that sea ice concentrations derived from low frequency microwave 
radiometer data has a low noise level, during summer, over open water from the atmosphere and 
over ice due to low ice surface emissivity variability (Ivanova et al. 2015, Gabarro et al. 2017).  This 
is also true during summer melt. However, low frequency channels have coarse spatial resolution 
and at L-band there is an ambiguity between sea ice concentration and the thickness of thin ice. 
Further the continuity of L - and C - band radiometers in space is uncertain.  
 
The ESA sea ice concentration round robin data package (RRDP) will be used as an independent 
reference in the intercomparison and for analysing the algorithms at fixed tie-points. 
Recommendations are given on the evaluation methodology itself as a contribution to the 
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discussion on the development of the OSI SAF monitoring and validation procedure. 
 
The main difference with respect to the work done in the previous AVS - 16-03 is that the previous 
one was specifically focused on summer period, and had the objective to improve the selected 
region used by OSISAF method to determine the 100% ice tie points.  
 
The objective of this proposal is to investigate and compare the low frequency algorithms with the 
current sea ice concentration algorithms and the algorithms developed in the ESA CCI project and 
which may be future OSISAF algorithms. 
 
Tasks and methods 
 

¶ Set up software to inter-compare the different sea ice concentration products for a selected 
period (autumn and winter period). 

¶ As a reference and independent measure each of the products will be compared to the ESA 
round robin data package (RRDP). 

¶ Collocate the different products and compute statistics. 

¶ Comparison of SIC computed with new algorithms using 6 GHz radiometer band proposed 
by L. Toudal (personal communication) and Thomas Lavergne.  

¶ Compare results with the SMOS SIC algorithm proposed in Gabarro et al 2017. 
 
 
The Scientific analysis has been divided in different parts: First a comparison of the different 
algorithms just in regions of high SIC is exposed. Then an analysis of the random error of the 
different algorithms is presented. An analysis of the systematic errors is performed to determine 
the spatial biases observed during winter. Finally, a sensitivity analysis of the different SIC algorithm 
to the temperature in the snow-ice interface, the snow depth, ice thickness and air temperature is 
presented. 

2.- Data Set Used 

The RRDB data base is used. The files from the RRDP SICCI-RRDP-V1_1 have been used for year 2007-
2011, and 2013- 2015. Take into account that 2007-2011 uses AMSR-E while the rest uses AMSR-2. 
This data file contains collocated AMSR data with other satellites data, models and in situ 
measurements. The files used are:   

1.- The data from the file called SICCI-RRDP-ASCAT-vs-AMSR-vs-ERA-vs-DTUSIC1-200X-N.text has 
been used. It contains TB from AMSR (all bands) collocated with high sea ice concentration pixels 
identified by DTU analysis from SAR data. ASCAT and ERA atmospheric data are also collocated. 
Used in section 4. 

2.-  The data from the file called SICCI-RRDP-ASCAT-vs-AMSR2-vs-ERA-vs-IMBCRREL20XX.text  has 
been used. It contains TB from AMSR (all bands) collocated with temperature profile data from IMBB 
profilers. ASCAT and ERA atmospheric data are also collocated. Used in section 6. 
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3.- AMSR-2 data from November 2013 to March 2014.  This data is in EASE2 grid of 25 km but has 
been resampled to 50km to have the same grid than the SICCI dataset. SICCI2 SIC dataset is also 
used which has a 50km resolutions. These SICCI2 products are downloaded from data.ceda.ac.uk 
webpage. These data is used at section 5. 

 
4. Operational Ice Bridge data collocated with AMSR2 data from 2014 from the RRDB dataset.  The 
OIB files called SICCI-RRDP-ASCAT-vs-AMSR2-vs-ERA-vs-NERSC-OIB-201403XX.text from the 
13,21,26,28 and 31 March 2014 are used in section 7. 

3.- Sea Ice Concentration algorithms presentation 
 
The SIC models used for the analysis are summarized below (and also in the Final Report of the 
previous OSI_AVS_16_03). The electromagnetic frequency of the different channels used by the 
algorithms are specified. Further, we also classify the algorithms into polarization type, frequency 
type or mixed according to their algorithm to do a sensitivity analysis of the different type of 
algorithms to various type of noise and biases. The algorithms analysed are the following: 
  

a) NASA Team (Markus and Cavalieri 2000, uses 19H, 19V, 37V) Ҧ Polarization 
b) Bristol (Smith 1996 uses 19V, 37V, 37H)  Ҧ frequency  
c) Bootstrap F (Comiso 1986; uses 19V 37 GHz V, 37H) Ҧ  frequency  
d) Bootstrap P (Comiso 1986; uses 37 H, 37V) Ҧ polarization  
e) Two channel at 10 GHz (uses 10H, 10 V)  Ҧ polarization  

 
 SIC=1.33313-0.01686*(TB10H-TB10V) 
 

f) One Channel algorithm (Pedersen (1994), uses 6.9 GHz H), which computes the SIC as:  
SIC = (TB6.9H ς OW_TP)/(Ice_TP ς OW_TP) 

  
The models One_adap.H and One_adap.V are adaptation of model f), with new Tie Points values 
and using V-ǇƻƭΦ Ҧ  hƴŜ ǇƻƭŀǊƛȊŀǘƛƻƴ 

 
 g) LTP637: algorithm proposed by Leif Toudal uses TB6V, TB37V, wind speed and skin 
temperature from NWP/ERA. Ҧ frequency  
 
 h) SICCI2-50km: provided by T. Lavergne et al 2018 uses 6V and 37H and 37V. It takes into 
account SIC values larger than 100%. This is the unique algorithm that uses dynamic tie points. Data 
have been downloaded from data.ceda.ac.uk webpage and have been collocated with SAR data 
(nearest).  Ҧ mixed 
  
 i) LowFreq algorithm: provided by T. Lavergne, uses 6GHZ V-pol, 10 GHZ V-pol and 18GHz V-pol 
from AMSR. The TP are tuned for AMSRE. Ҧ frequency  
 
 j) SMOS algorithm: described by Gabarro et al 2017. It uses the angular difference of TB V-pol 
at 1.4GHz. The highest limit is 110% Ҧ hƴŜ ǇƻƭŀǊƛȊŀǘƛƻƴ 
 
      g) SIC models using emissivity (and not Tbs) proposed in the previous VS report (Gabarro et al. 
2016) has also been tested. Emissivity is computed as TB6.9/SkinTemp ( SkinTemp obtained from 
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NWP). Ҧ hƴŜ tƻƭŀǊƛȊŀǘƛƻƴ 
 

SIC(Emis) = (EMIS 6.9V/H ς OW_TP)/(Ice_TP ς OW_TP) 
 
 
All the algorithms were evaluated without applying open water/weather filters, since our aim was 
a comparison of the algorithm sensitivities. The tie points are static (constant in time) and are 
specified in Annex 2, except the SICCI2 algorithm that used dynamic tie points. 
 
 
Table 1 below summarize the methodology and bands used for the different analyzed SIC 
algorithms. 
 
 

 

Algorithm Freq used Type Ratio Low frequency 
bands 

NasaTeam 19V,19H,37V Polarization NO 

BRISTOL 19V, 37H, 37V Frequency  NO 

BOOTSTRAP_F 19V, 37V, 37H Frequency  NO 

BOOTSTRAP_P 37H, 37 V Polarization  NO 

Two Channel 10H, 10V Polarization   YES 

OneChannel 10H One pol YES 

LTP637 - Tphys 6V, 37V Frequency  + 
atmospheric 

YES 

SICCI2-50km 6V, 37V, 37H Mixed 
 

YES 

LowFreq  6V, 10V, 19V Frequency   YES 

SMOS 1.4V One pol. YES 

Emis6.9V  6.9 V One pol.+atm YES 

Emis6.9 H 6.9 H One pol.+atm YES 

Table 1: Resume of the algorithms used in the analysis specifying methodology and if low 
frequency bands are used or not. We consider low frequency bands those lower or equal to 10 
GHz. 
 

4.- SIC algorithm performance comparison 

 
In this section we inter-compare the different SIC algorithms used in the study. The analysis is done 
with AMSR-2 (tc_amsr2_nh_ease2-250_YYYYMMDD12000.nc) TB from November 2013 to March 
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2014 (winter period). The TB maps are at 25km resolution, but those have been extrapolated to 50 
Km resolution to have the same resolution as the SICCI2 maps. An averaged SIC winter product is 
computed by time averaging SIC, per grid point, considering only pixels with SIC values larger than 
80%. So the equation results as:  
 

ὛὍὅὼȟώ ὛὍὅὼȟώȟὸ 

 

  

Figure 1 shows the scatterplots between algorithms as well as the correlation factor. Histograms of 
each of the algorithms are plotted in Annex 1. 
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Figure 1: Scatter plot with the correlation factor of different SIC algorithms 

 
From Figure 1 one can observe that when comparing algorithms which uses same methodology (FR 
or PR) the scatter plots show a narrow line and correlation is high, while the scatterplots of different 
methodological algorithms show a larger dispersion and the correlation values reduces. For 
example, the scatter plot between Bootstrap F (FR) vs Bootstrap P (PR), show large dispersion and 
low correlation. While when comparing same methodology algorithms, correlation increases and 
the dispersion is reduced (i.e. Bootstrap-F vs SICCI2, Bristol vs Bootstrap F, Bootstrap-P vs Two 
Channel)). The SICCI2 algorithm show a high limit value near 1, which is also observed with the 
histograms shown in annex 1. 
 
 

 NT Bristol BtsF Bts P 2Chan 1Chan SICCI2 LowFrq SMOS 

NT  0.87 0.53 0.89 0.92 0.86 0.74 0.57 0.58 

Bristol   0.85 0.71 0.71 0.86 0.92 0.57 0.49 

Bts-F    0.29 0.31 0.55 0.81 0.32 0.93 

Bts-P     0.92 0.86 0.83 0.61 0.47 

2Chan      0.86 0.66 0.58 0.45 

1Chan       0.92 0.77 0.50 

SICCI2        0.74 0.50 

LowFrq         0.57 

SMOS          

 
Table 2: Correlations factor between algorithms. Color codes: Frequency type (red), polarization 
type (green), Mixed (Blue), none of the previous (white). 
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Table 2 shows the correlations value between algorithms. The correlations are higher for those 
algorithm which uses same methodology (FR/PR, or one and mixed). On the other hand, Low 
Frequency bands and SMOS algorithms show low correlation with respect the rest to the models. 

 
 

5.- Study on random errors for 100% ice pixels:   

 
In this section we study the random errors of the SIC product for closed ice pixels for each of the 
proposed models. These pixels with large SIC determined by SAR dataset processed by DTU have 
been collocated with AMSR data. Then the SIC is computed by using the proposed algorithms with 
the AMSRE/2 data.  
 
The closed ice pixels are classified in areas of high sea-ice concentration and after 24h of convergent 
sea ice motion, as computed from a highly accurate SAR-based sea-ice drift product from the 
Copernicus Marine Environment Monitoring Service (CMEMS, http://marine.copernicus.eu). This 
RRDP files are described in more details in Ivanova et al. (2015). 
 
In fact, in this section we do a validation against a ground truth which is the SAR determined SIC. 
 
These files also contain atmospheric information, which is required for the LTP637 algorithm (need 
skin temperature and wind speed information) and the emissivity algorithms (need Skin 
temperature). 
 
Table 3 resumes the STD and mean values for closed ice between November and April only (fall and 
winter period) during several years. One can observe that all the algorithms produce SIC>100%, 
result which is expected since the TB values can have larger values than the Tie Points. In fact, this 
is required to compute the STD and mean properly and to avoid biases. Latter one, the SIC values 
larger than 100 are set to 100%.  
 
Table 4 resumes the STD and mean values globally for all the years and classifies the algorithms 
between two categories: 1) uses frequency ratio/polarization ratio/mixed/others and 2) uses low 
frequency bands (1.4, 6.9 and 10 GHz)/Not using low frequency bands. The algorithm which present 
more stable results (less STD) have been emphasized in yellow and are the following: LTP637 model, 
SICCI2-50km model, LowFreq and the Emissivity model at 6.9Ghz, specially using the V-pol.  One can 
observe that all cases uses low frequency bands. Figure 2 shows the same values in a graphic. 
 
SICCI2-50km (in addition to using low frequencies) implements a number of optimizations that the 
other algorithms (including the new "LowFreq") lack (more info of the algorithm can be found in 
Lavergne et al 2018), as for example this method uses dynamic TP.  The values from the SICCI2-50km 
dataset used in this analysis, are not limited to 100% (as the SIC product is). When SIC=100% we use 
the raw data (which has values larger than 100%), to avoid biased results. 
 
To compute the Emis6.9V SIC product we use the collocated skin temperature from the NWP field 
(in this case from the ERA-Interim).  So we compute the emissivity by doing: TB/Tskin. They both 
have the same spatial resolution. The tie points values are also computed from the emissivity values.  
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 2007 2008 2009 2010 2011 2013 2014 2015 

 Mean;std Mean;std Mean;std Mean;std Mean;std Mean;std Mean;std Mean;std 

         

Nasa   
105.08;6.73 
 

98.45;5.04 
 

100.38;4.35 
 

98.34;2.83 
 

99;3.78 
 

94.91;6.11 96.9;6.76 
 

99.52;3.45 
 

Bristol 103.98;3.9 99.45;4.35 
 

99.25;3.61 
 

100.53;3.07 
 

101.18;3.16 
 

98.81;2.21 100.2;2.75 99.43;3.46 
 

Bootstrap F 102.61;7.74 
 

98.64;6.38 
 

98.32;6.73 
 

102.28;5.15 
 

103.28;4.1 
 

100.42;2.67 102.7;3.41 
 

99.12;6.06 
 

Bootstrap P 106.34;8.96 
 

100.83;4.62 
 

100.83;4.87 
 

97.54;3.45 
 

97.58;5.25 
 

95.96;6.82 95.8;8.24 
 

99.98;4.1 
 

TwoChan 
10G 

102.21;8.19 
 

96.52;6.37 
 

99.75;6.34 
 

96.62;4.22 
 

97.61;4.71 
 

92.2;7.08 95.08;8.02 
 

98.57;5.11 
 

One Chan 102.28;2.53 
 

98.16;4.35 
 

99.4;2.71 
 

99;2.39 
 

101.38;2.74 
 

100.64;4.09 101.88;4.46 
 

100.08;4.01 
 

One Chan 
Adapt H 

92.81;2.22 
 

89.2;3.81 
 

90.28;2.38 
 

89.94;2.09 
 

92.02;2.4 
 

92.12;3.62 93.22;3.95 
 

91.63;3.54 
 

One Chan 
Adapt V 

89.17;2.15 
 

87.17;4.14 
 

87.49;3 
 

88.47;2.24 
 

91.48;2.55 
 

92.8;3.18 92.8;3.47 
 

89.35;3.88 
 

LTP37 99.52;3.24 
 

97.47;2.9 
 

97.73;2.61 
 

98.22;2 
 

98.59;1.71 
 

99.78;1.59 100.95;2.15 
 

98.06;2.95 
 

SICCI2-50 98.74;2.31 99.24;1.72 99.04;2.2 99.5;1.52 99.68;1.55 99.27;2.01 99.7;2.3 
 

99.89;2.09 
 

LowFreq 102.26;2.68 
 

99.76;2.76 
 

99.92;1.99 
 

99.22;1.99 
 

100.65;1.9 
 

97.44;2.11 96.23;3.65 
 

94.42;2.77 
 

SMOS  - - - -  -  96.98;6.1 93.73;8.05 93.6;4.9 

Emis 6.9 H 92.68; 1.52 90.36;2.21 91.01;1.58 90.3;1.89 89.35;1.49 89.78:2.3 90.96:2.76 91.18;1.79 

Emis 6.9 V 100.5;2.43 99.37;1.57 99.78;1.83 99.66;1.82 98.35:1.21 99.3;1.57 99.8;1.79 99.78;1.51 

 
 
Table 3: Mean and STD SIC values for several algorithms with AMSR data only for those pixels which 
are considered SIC=100 % by the SAR data, from November to April.  Take into account that 2007-
2011 uses AMSR-E while the rest uses AMSR-2.  
 
 
 
 
 



11 

 

 

Table 4: Mean and STD SIC values for several algorithms with AMSR data only for those pixels 
classified as close ice by the SAR data, from November to April for all the years.  Yellow columns 
indicate that the STD is lower or equal 3. 
 

 
 

 
 
Figure 2: Same information as table 3. Mean and STD SIC values for several algorithms with AMSR 
data only for those pixels classified with SIC=100% by the SAR data, from November to April for all 
the years. 
 
 

 Ratio/Low 
freq 

Mean  STD 

Nasa team Mixed /NO 99.07 4.88 

Bristol FR /NO 100.35 3.31 

Bootstrap F FR/NO 100.82 5.28 

Bootstrap P PR/NO 99.38 5.79 

TwoChan 10G PR / YES 97.32 6.26 

One Chan Other/ YES 100.35 3.41 

One Chan Adapt H Other/ YES 91.4 3.00 

One Chan Adapt V Other/ YES 89.84 3.08 

LTP37 FR/YES 98.79 2.39 

SICCI2-50 Mixed/YES 99.38 1.95 

LowFreq FR/YES 98.74 2.48 

SMOS  Other/YES 95.77 6.35 

Emis 6.9 H Other/YES 90.70 1.94 

Emis 6.9 V Other/YES 99.61 1.75 
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Results from Table 4 are comparable with results from table 2 of Ivanova et al. 2015. In that paper, 
they similarly compute the STD of the SIC obtained with different models only for high Sea Ice 
Concentration pixels. Those measurements are not only limited to winter. However, only few 
models from that analysis match with the models studied here. The models used in both analyses 
are: Brictol, NasaTeam, OneChannel and Bootsratp-P. The differences observed are of around 10% 
on the STD.  
 

 
Conclusions: LTP637, SICCI2-50km, LowFreq and the Emis6.9V are the models with better 

stability (less STD) during winter for regions with high concentration of sea ice. The one channel 
Adapt also show low STD but have a clear problem with the Tie-points used. Moreover, those 
algorithms present very near 100% mean value.  An important observation is that the models with 
lowest STD use the low frequency bands (uses 1.4, 6 or 10GHz), which present more precise Tb 
values as already stated in the conclusions of the AVS- 16-03.   
 
 
 
 

6.- Spatial and temporal biases analysis  

 

In this section, we analyze the systematic error (biases) of different SIC algorithms for pixels with 
high sea ice concentration. AMSR-2 TB maps at different bands have been used.  
 
The systematic error is estimated by computing the SIC averaged in time (only winter period), per 
grid point, considering only pixels with SIC values larger than 80%, as described in section 4. Then, 
the spatial bias is estimated by subtracting 1 from the mean SIC (since we expect to have 100% sea 
ice concentration). So the equation results as:  
 

ὛὍὅὼȟώ ὛὍὅὼȟώȟὸ 

 
ЎὛὍὅὼȟώ ὛὍὅὼȟώ ρ 

 
 
The temporal variability is also computed as the Standard deviation on time of the maps 

„ὛὍὅὼȟώ ὛὝὈὛὍὅὼȟώȟὸ . 

 
The systematic error maps (bias) and the temporal variability (STD in the time domain), for the 
different algorithms are shown in figure 3. Value of STD in the bottom of the figure indicates the 
spatial STD of the bias maps. Figure 3b is the bias map normalized to the product-specific variability. 
 
SIC using algorithms LTP37 and EmisV/H are not compute since they need skin temperature of the 
ƛŎŜΣ ŀƴŘ ǿŜ ŘƻƴΩǘ ƘŀǾŜ ǘƘƛǎ ǾŀǊƛŀōƭŜ ŎƻƭƭƻŎŀǘŜŘ ǿƛǘƘ ǘƘƛǎ !aw{н ¢.ǎΦ 
 
Systematic bias observed in close ice regions might be due to surface emissivity variability (due to 
ƛŎŜ ǘȅǇŜΣ ǘŜƳǇŜǊŀǘǳǊŜ ƻŦ ǘƘŜ ŜƳƛǎǎƛƻƴ ƭŀȅŜǊΣ ǎƴƻǿ ŘŜǇǘƘΣ ŜǘŎΧύ ƻǾŜǊ ŎƭƻǎŜŘ ƛŎŜΦ 
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